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#### Abstract

We analyse the probability $1-\delta$ to be in an optimum solution after $k$ steps of an inhomogeneous Markov chain which is specified by a logarithmic cooling schedule $c(k)=\Gamma / \ln (k+2)$. We prove that after $k>(n / \delta)^{O(\Gamma)}$ steps the probability to be in an optimum solution is larger than $1-\delta$, where $n$ is an upper bound for the size of local neighbourhoods and $\Gamma$ is a parameter of the entire configuration space. By counting the occurrences of configurations, we demonstrate for an application with known optimum solutions that the lower bound indeed ensures the stated probability for a relatively small constant in $O(\Gamma)$.


Keywords: Markov Chains, Simulated Annealing, Cooling Schedules, Local Search, Convergence Analysis.

## 1 Introduction

Simulated annealing-based algorithms play an important role in the context of evolutionary algorithms, cf. [7]. Simulated annealing (cf. 915]) can be classified by the underlying cooling schedule, i.e., by the method that determines how the temperature is lowered at progressing steps of the computation. If the temperature is kept constant for a (large) number of steps, a homogeneous Markov chain can be associated with this type of computation. Under some natural assumptions, the probabilities of configurations tend to the Boltzmann distribution for homogeneous Markov chains (cf. 11|12|13). This type of simulated annealing algorithms has been studied intensely and numerous heuristics have been devised for a wide variety of combinatorial optimisation problems [14]10].

If the temperature is lowered at any step of the computation, the transition probabilities represent an inhomogeneous Markov chain. The special case of logarithmic cooling schedules has been investigated in [23|4]6]. B. Hajek [6] proved that logarithmic simulated annealing tends to an optimum solution if and only if the cooling schedule is lower bounded by $\Gamma / \ln (k+2)$, where $\Gamma$ is the maximum value of the escape height from local minima of the underlying energy landscape.

Given the configuration space $\mathcal{F}$, let $\mathbf{a}_{f}(k)$ denote the probability to be in configuration $f$ after $k$ steps of an inhomogeneous Markov chain. The problem is
to find a lower bound for $k$ such that $\sum_{f \in \mathcal{F}_{\text {min }}} \mathbf{a}_{f}(k)>1-\delta$ for $f \in \mathcal{F}_{\min } \subseteq \mathcal{F}$ minimising the objective function. Let $n$ denote a uniform upper bound for the number of neighbours of configurations $f \in \mathcal{F}$. We obtain a run-time of $k \geq(n / \delta)^{O(\Gamma)}$ to ensure that with probability $1-\delta$ the minimum value of the objective function has been approached.

We briefly describe the derivation of the lower bound and then illustrate the approach by an example from machine learning: From a single positive example and a number of negative examples a conjunction of shortest length representing the examples has to be calculated. Counting of configurations demonstrates that the lower bound for $k$ indeed ensures the stated probability for a relatively small constant in $O(\Gamma)$.

## 2 Preliminaries

The configuration space is finite and denoted by $\mathcal{F}$. We assume an objective function $\mathcal{Z}: \mathcal{F} \longrightarrow \mathbb{N}$ that for simplicity takes its values from the set of integers. By $\mathcal{N}_{f}$ we denote the set of neighbours of $f$, including $f$ itself. We assume that $\mathcal{F}$ is reversible: Any transition $f \rightarrow f^{\prime}, f^{\prime} \in \mathcal{N}_{f}$, can be performed in the reverse direction, i.e., $f \in \mathcal{N}_{f^{\prime}}$, and we set

$$
\begin{equation*}
n:=\max _{f \in \mathcal{F}}\left|\mathcal{N}_{f}\right| . \tag{1}
\end{equation*}
$$

The set of minimal elements (optimum solutions) is defined by

$$
\mathcal{F}_{\min }:=\left\{f: \forall f^{\prime}\left(f^{\prime} \in \mathcal{F} \rightarrow \mathcal{Z}(f) \leq \mathcal{Z}\left(f^{\prime}\right)\right)\right\} .
$$

Example. We consider Boolean conjunctive terms defined on $n$ variables. The conjunctions are of length $\lceil\log n\rceil$ and have to be guessed from negative examples and one positive example $\tilde{\sigma}$. Hence, $\mathcal{F}$ consists of $f_{\tilde{\sigma}}=x^{\tilde{\sigma}}$ and all sub-terms $f$ that can be obtained by deleting a literal from $x^{\tilde{\sigma}}$ in such a way that all negative examples are rejected. Each neighbourhood $\mathcal{N}_{f}$ contains at most $n^{\prime} \leq n+1$ elements, since deleted literals can be included again. The configuration space is therefore reversible. The objective function is given by the length of terms $f$ and in this case the optimum in known and equal to $\lceil\log n\rceil$.

In simulated annealing, the transitions between neighbouring elements are depending on the objective function $\mathcal{Z}$. Given a pair of configurations $\left[f, f^{\prime}\right]$, $f^{\prime} \in \mathcal{N}_{f}$, we denote by $G\left[f, f^{\prime}\right]$ the probability of generating $f^{\prime}$ from $f$ and by $A\left[f, f^{\prime}\right]$ the probability of accepting $f^{\prime}$ once it has been generated from $f$. Since we consider a single step of transitions, the value of $G\left[f, f^{\prime}\right]$ depends on the set $\mathcal{N}_{f}$. As in most applications of simulated annealing, we take a uniform probability which is given by

$$
\begin{equation*}
G\left[f, f^{\prime}\right]:=\frac{1}{\left|\mathcal{N}_{f}\right|} \tag{2}
\end{equation*}
$$

The acceptance probabilities $A\left[f, f^{\prime}\right], f^{\prime} \in \subseteq \mathcal{F}$ are derived from the underlying analogy to thermodynamic systems [1):

$$
A\left[f, f^{\prime}\right]:= \begin{cases}1, & \text { if } \mathcal{Z}\left(f^{\prime}\right)-\mathcal{Z}(f) \leq 0  \tag{3}\\ e^{-\frac{\mathcal{Z}\left(f^{\prime}\right)-\mathcal{Z}(f)}{c}}, & \text { otherwise }\end{cases}
$$

where $c$ is a control parameter having the interpretation of a temperature in annealing procedures. Finally, the probability of performing the transition between $f$ and $f^{\prime}$ is defined by

$$
\operatorname{Pr}\left\{f \rightarrow f^{\prime}\right\}=\left\{\begin{array}{lr}
G\left[f, f^{\prime}\right] \cdot A\left[f, f^{\prime}\right], & \text { if } f^{\prime} \neq f  \tag{4}\\
1-\sum_{f^{\prime} \neq f} G\left[f, f^{\prime}\right] \cdot A\left[f, f^{\prime}\right], \text { otherwise }
\end{array}\right.
$$

By definition, the probability $\operatorname{Pr}\left\{f \rightarrow f^{\prime}\right\}$ depends on the control parameter $c$. Let $\mathbf{a}_{f}(k)$ denote the probability of being in the configuration $f$ after $k$ steps performed for the same value of $c$. The probability $\mathbf{a}_{f}(k)$ can be calculated in accordance with

$$
\begin{equation*}
\mathbf{a}_{f}(k):=\sum_{h} \mathbf{a}_{h}(k-1) \cdot \operatorname{Pr}\{h \rightarrow f\} . \tag{5}
\end{equation*}
$$

The recursive application of (5) defines a Markov chain of probabilities $\mathbf{a}_{f}(k)$, where $f \in \mathcal{F}$ and $k=1,2, \ldots$. If the parameter $c=c(k)$ is a constant $c$, the chain is said to be a homogeneous Markov chain; otherwise, if $c(k)$ is lowered at any step, the sequence of probability vectors $\mathbf{a}(k)$ is an inhomogeneous Markov chain. In the present paper we focus on a special type of inhomogeneous Markov chains where the value $c(k)$ changes in accordance with

$$
\begin{equation*}
c(k)=\frac{\Gamma}{\ln (k+2)}, k=0,1, \ldots \tag{6}
\end{equation*}
$$

The choice of $c(k)$ is motivated by HAJEK's Theorem [6] on logarithmic cooling schedules for inhomogeneous Markov chains. To explain Hajek's result, we first need to introduce some parameters characterising local minima of the objective function:

Definition $1 A$ configuration $f^{\prime} \in \mathcal{F}$ is said to be reachable at height $h$ from $f \in \mathcal{F}$, if $\exists f_{0}, f_{1}, \ldots, f_{r} \in \mathcal{F}\left(f_{0}=f \wedge f_{r}=f^{\prime}\right)$ such that $G\left[f_{u}, f_{u+1}\right]>$ $0, u=0,1, \ldots,(r-1)$ and $\mathcal{Z}\left(f_{u}\right) \leq h$, for all $u=0,1, \ldots, r$.

We use the notation $\operatorname{height}\left(f \Rightarrow f^{\prime}\right) \leq h$ for this property. The function $f$ is a local minimum, if $f \in \mathcal{F} \backslash \mathcal{F}_{\min }$ and $\mathcal{Z}\left(f^{\prime}\right)>\mathcal{Z}(f)$ for all $f^{\prime} \in \mathcal{N}_{f} \backslash f$.

Definition 2 Let $g_{\min }$ denote a local minimum, then depth $\left(g_{\min }\right)$ denotes the smallest $h$ such that there exists a $g^{\prime} \in \mathcal{F}$, where $\mathcal{Z}\left(g^{\prime}\right)<\mathcal{Z}\left(g_{\text {min }}\right)$, that is reachable at height $\mathcal{Z}\left(g_{\min }\right)+h$.

The following convergence property has been proved by B. HAJEK:

Theorem 1 [6] Given a cooling schedule defined by

$$
c(k)=\frac{\Gamma}{\ln (k+2)}, k=0,1, \ldots,
$$

the asymptotic convergence $\sum_{f \in \mathcal{F}_{\text {min }}} \mathbf{a}_{f}(k) \underset{k \rightarrow \infty}{\longrightarrow} 1$ of the stochastic algorithm that is based on (3) and (4) is guaranteed if and only if
(i) $\forall f, f^{\prime} \in \mathcal{F} \exists f_{0}, f_{1}, \ldots, f_{r} \in \mathcal{F}\left(f_{0}=f \wedge f_{r}=f^{\prime}\right): G\left[f_{u}, f_{u+1}\right]>0, u=$ $0,1, \ldots,(r-1)$;
(ii) $\forall h: \operatorname{height}\left(f \Rightarrow f^{\prime}\right) \leq h \Longleftrightarrow \operatorname{height}\left(f^{\prime} \Rightarrow f\right) \leq h$;
(iii) $\Gamma \geq \max _{g_{\min }} \operatorname{depth}\left(g_{\min }\right)$.

In the following, we assume that the conditions (i), ... , (iii) of HAJEK's Theorem are satisfied for our configurations space $\mathcal{F}$. Furthermore, for simplicity of notations we make the following

## Basic Assumptions

The difference of the objective function is the same between neighbouring elements, like in the case of our Example;
For all neighbours $f^{\prime} \in \mathcal{N}_{f}$ of $f, f^{\prime} \neq f$, the value of the objective function is different from $\mathcal{Z}(f)$ (as in the Example).
For two neighbouring elements, the one with the smaller value of the objective function has more neighbours with a higher value of the objective function and less neighbours with a smaller value of the objective function (as in the Example).

Let $K_{0}$ denote the maximum of the minimum number of transitions to reach an optimum solution starting from an arbitrary $f \in \mathcal{F}$. In Section 3, we will prove the following convergence result:

Theorem 2 Given the configuration space $\mathcal{F}$ and $\Gamma$ as defined in Theorem 1, then $k \geq K_{0}$ and $k>(n / \delta)^{O(\Gamma)}$ imply for arbitrary initial probability distributions $\mathbf{a}(0)$ the relation

$$
\sum_{\tilde{f} \notin \mathcal{F}_{\min }} \mathbf{a}_{\tilde{f}}(k) \leq \delta, \text { and therefore } \sum_{f^{\prime} \in \mathcal{F}_{\min }} \mathbf{a}_{f^{\prime}}(k) \geq 1-\delta
$$

## 3 Convergence Analysis

We introduce the following partition of the set of configurations with respect to the value of the objective function:
$L_{0} \quad:=\mathcal{F}_{\text {min }} \quad$ and
$L_{h+1}:=\left\{f: f \in \mathcal{F} \wedge \forall f^{\prime}\left(f^{\prime} \in \mathcal{F} \backslash \bigcup_{i=0}^{h} L_{i} \rightarrow \mathcal{Z}\left(f^{\prime}\right) \geq \mathcal{Z}(f)\right\}\right.$.

For any particular element $f \in \mathcal{F}$, we introduce notations for the number of neighbours with a certain length. We recall that the definition of the neighbourhood relation implies that $\mathcal{N}_{f}$ contains only one element with $\mathcal{Z}(f)$ - the element $f$ itself. We denote

$$
\begin{align*}
& s(f):=\left|\left\{f^{\prime}: f^{\prime} \in \mathcal{N}_{f} \wedge \mathcal{Z}\left(f^{\prime}\right)>\mathcal{Z}(f)\right\}\right|  \tag{7}\\
& r(f):=\left|\left\{f^{\prime}: f^{\prime} \in \mathcal{N}_{f} \wedge \mathcal{Z}\left(f^{\prime}\right)<\mathcal{Z}(f)\right\}\right| \tag{8}
\end{align*}
$$

Thus, from the definition of $\mathcal{N}_{f}$ we have

$$
\begin{equation*}
s(f)+r(f)=\left|\mathcal{N}_{f}\right|-1 \tag{9}
\end{equation*}
$$

We consider the probability $\mathbf{a}_{f}(k)$ to be in the configuration $f \in \mathcal{F}$ after $k$ transitions of an inhomogeneous Markov chain that is defined in accordance with (6). We observe that for $\mathcal{Z}\left(f^{\prime}\right)>\mathcal{Z}(f)$ the acceptance probability (3) can be rewritten as

$$
\begin{equation*}
e^{-\left(\mathcal{Z}\left(f^{\prime}\right)-\mathcal{Z}(f)\right) / c(k)}=\frac{1}{(k+2)^{\left(\mathcal{Z}\left(f^{\prime}\right)-\mathcal{Z}(f)\right) / \Gamma}}, k \geq 0 \tag{10}
\end{equation*}
$$

To simplify notations, we define a new objective function where we maintain the same notation: $\mathcal{Z}(f):=\mathcal{Z}(f) / \Gamma$.

In (5), we separate the probabilities according to whether or not $f^{\prime}$ equals $f$, and we obtain:

Lemma 1 The value of $\mathbf{a}_{f}(k)$ can be calculated from probabilities of the previous step by

$$
\begin{aligned}
\mathbf{a}_{f}(k)= & \left(\frac{s(f)+1}{\left|\mathcal{N}_{f}\right|}-\sum_{i=1}^{s(f)} \frac{(k+1)^{-\left(\mathcal{Z}\left(f_{i}\right)-\mathcal{Z}(f)\right)}}{\left|\mathcal{N}_{f}\right|}\right) \cdot \mathbf{a}_{f}(k-1)+\sum_{i=1}^{s(f)} \frac{\mathbf{a}_{f_{i}}(k-1)}{\left|\mathcal{N}_{f_{i}}\right|}+ \\
& +\sum_{j=1}^{r(f)} \frac{\mathbf{a}_{f_{j}}(k-1)}{\left|\mathcal{N}_{f_{j}}\right|} \cdot \frac{1}{(k+1)^{\mathcal{Z}(f)-\mathcal{Z}\left(f_{j}\right)}}
\end{aligned}
$$

The representation (expansion) from Lemma 1 will be used in the following as the main relation reducing $\mathbf{a}_{f}(k)$ to probabilities from previous steps. Besides taking into account the value of the objective function in classes $L_{h}$, the elements of the configuration space are distinguished additionally by their minimum distance to $\mathcal{F}_{\text {min }}$ : Given $f \in \mathcal{F}$, we consider a shortest path of length $\operatorname{dist}(f)$ with respect to neighbourhood transitions from $f$ to $\mathcal{F}_{\text {min }}$. We introduce a partition of $\mathcal{F}$ in accordance with $\operatorname{dist}(f)$ :

$$
\begin{equation*}
f \in M_{i} \Longleftrightarrow \operatorname{dist}(f)=i \geq 0, \quad \text { and } \quad \mathcal{M}_{\mathrm{d} \_\mathrm{m}}=\bigcup_{i=0}^{\mathrm{d} \_\mathrm{m}} M_{i} \tag{11}
\end{equation*}
$$

where $M_{0}:=L_{0}=\mathcal{F}_{\text {min }}$ and $d \_m$ is the maximum distance. Thus, we distinguish between distance levels $M_{i}$ related to the minimum number of transitions
required to reach an element of $\mathcal{F}_{\text {min }}$ and the levels $L_{h}$ that are defined by the objective function.

Since we want to analyze the convergence to elements from $M_{0}=L_{0}=\mathcal{F}_{\text {min }}$, we have to show that the value

$$
\begin{equation*}
\sum_{f \notin M_{0}} \mathbf{a}_{f}(k) \tag{12}
\end{equation*}
$$

becomes small for large $k$. We suppose that $k \geq d \_m$, and we are going backwards from the $k^{t h}$ step. We consider the expansion of a particular probability $\mathbf{a}_{f}(k)$ as shown in Lemma 1 At the same step $k$, the neighbours of $f$ are generating terms containing $\mathbf{a}_{f}(k-1)$ as a factor, in the same way, as $\mathbf{a}_{f}(k)$ generates terms with factors $\mathbf{a}_{f_{i}}(k-1)$ and $\mathbf{a}_{f_{j}}(k-1)$ in Lemma 1, If we consider the entire sum $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$, the terms corresponding to a particular $\mathbf{a}_{f}(k-1)$ can be collected together to form a single term.

Firstly, we consider $f \in M_{i}, i \geq 2$. In this case, $f$ does not have neighbours from $M_{0}$, i.e., the expansion from Lemma 1 appears for all neighbours of $f$ in the reduction of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$ to step $(k-1)$. Therefore, taking all terms together that contain $\mathbf{a}_{f}(k-1)$, we obtain

$$
\begin{align*}
& \mathbf{a}_{f}(k-1) \cdot\left\{\left(\frac{\left|\mathcal{N}_{f}\right|-r(f)}{\left|\mathcal{N}_{f}\right|}-\sum_{i=1}^{s(f)} \frac{1}{\left|\mathcal{N}_{f}\right|} \cdot \frac{1}{(k+1)^{\mathcal{Z}\left(f_{i}\right)-\mathcal{Z}(f)}}\right)+\right.  \tag{13}\\
& \left.\quad+\sum_{i=1}^{s(f)} \frac{1}{\left|\mathcal{N}_{f}\right|} \cdot \frac{1}{(k+1)^{\mathcal{Z}\left(f_{i}\right)-\mathcal{Z}(f)}}+\sum_{j=1}^{r(f)} \frac{1}{\left|\mathcal{N}_{f}\right|}\right\} \\
& =\mathbf{a}_{f}(k-1) .
\end{align*}
$$

Secondly, if $f \in M_{1}$, the neighbours from $M_{0}$ are missing in $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$ at the step to $(k-1)$, i.e., they do not generate terms containing probabilities from higher levels. For $f^{\prime} \in M_{0}$, the expansion from Lemma 1 contains the terms $\mathbf{a}_{f_{i}}(k-1) /\left|\mathcal{N}_{f_{i}}\right|$ for $f_{i} \in M_{1}$ (and there are no terms for $f_{j}$ with a smaller value of the objective function since $\left.f^{\prime} \in M_{0}\right)$. Thus, the terms $\mathbf{a}_{f_{i}}(k-1) /\left|\mathcal{N}_{f_{i}}\right|$ are not available for $f=f_{i} \in M_{1}$ in the reduction of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$ to step ( $k-1$ ), when one tries to establish a relation like (13) for elements of $M_{1}$. For each $f \in M_{1}$, there are $r(f)$ such terms related to neighbours from $M_{0}$, see (8). Therefore, in the expansion of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$, the following arithmetic term is generated when the particular $f$ is from $M_{1}$ :

$$
\begin{equation*}
\left(1-\frac{r(f)}{\left|\mathcal{N}_{f}\right|}\right) \cdot \mathbf{a}_{f}(k-1) . \tag{14}
\end{equation*}
$$

We introduce the following abbreviations:

$$
\begin{align*}
\varphi\left(f^{\prime}, f, v\right) & :=\frac{(k+2-v)^{-\left(\mathcal{Z}\left(f^{\prime}\right)-\mathcal{Z}(f)\right)}}{\left|\mathcal{N}_{f}\right|}  \tag{15}\\
D_{f}(k-v) & :=\frac{s(f)+1}{\left|\mathcal{N}_{f}\right|}-\sum_{i=1}^{s(f)} \varphi\left(f^{\prime}, f, v\right) \tag{16}
\end{align*}
$$

Now, the relations expressed in (13) and (14) can be summarized to
Lemma $2 A$ single step of the expansion of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$ results in

$$
\begin{aligned}
\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)= & \sum_{f \notin M_{0}} \mathbf{a}_{f}(k-1)-\sum_{f \in M_{1}} \frac{r(f)}{\left|\mathcal{N}_{f}\right|} \cdot \mathbf{a}_{f}(k-1)+ \\
& +\sum_{f^{\prime} \in M_{1}} \sum_{i=1}^{s\left(f^{\prime}\right)} \varphi\left(f_{i}, f^{\prime}, 1\right) \cdot \mathbf{a}_{f_{j}}(k-1) .
\end{aligned}
$$

The diminishing factor $\left(1-r(f) /\left|\mathcal{N}_{f}\right|\right)$ appears by definition for all elements of $M_{1}$. At subsequent reduction steps, the factor is "transmitted" successively to all probabilities from higher distance levels $M_{i}$ because any element of $M_{i}$ has at least one neighbour from $M_{i-1}$. The main task is now to analyze how this diminishing factor changes when it is transmitted to higher distance levels. We denote

$$
\begin{equation*}
\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)=\sum_{f \notin M_{0}} \mu(f, v) \cdot \mathbf{a}_{f}(k-v)+\sum_{f^{\prime} \in M_{0}} \mu\left(f^{\prime}, v\right) \cdot \mathbf{a}_{f^{\prime}}(k-v), \tag{17}
\end{equation*}
$$

i.e., the coefficients $\mu(\tilde{f}, v)$ are the factors at probabilities after $v$ steps of an expansion of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$. Starting from step $(k-1)$, the probabilities $\mathbf{a}_{f^{\prime}}(k-v)$, $f^{\prime} \in M_{0}$, from (17) are expanded in the same way as the probabilities for all other $f \notin M_{0}$. We establish a recursive relation for the coefficients $\mu(\tilde{f}, v)$ defined in (17), where we apply the same expansion that resulted in equation (13) to the products $\mu(\tilde{f}, v) \cdot \mathbf{a}_{\tilde{f}}(k-v)$. For neighbouring elements we use $f^{\prime}<\tilde{f}$ if $\mathcal{Z}\left(f^{\prime}\right)<\mathcal{Z}(\tilde{f})$, and $f^{\prime}>\tilde{f}$ for the reverse relation of the objective function. Thus, taking into account (15) and (16), we obtain the following parameterized representation:

Lemma 3 The following recurrent relation is valid for the coefficients $\mu(\tilde{f}, v)$ :

$$
\begin{align*}
\mu(\tilde{f}, v) & =\mu(\tilde{f}, v-1) \cdot D_{\tilde{f}}(k-v)+\sum_{f^{\prime}<\tilde{f}} \frac{\mu\left(f^{\prime}, v-1\right)}{\left|\mathcal{N}_{\tilde{f}}\right|}+  \tag{18}\\
& +\sum_{f^{\prime \prime}>\tilde{f}} \mu\left(f^{\prime \prime}, v-1\right) \cdot \varphi\left(f^{\prime \prime}, \tilde{f}, v\right)
\end{align*}
$$

For $f \notin M_{0}$, we consider $\nu(f, v)=1-\mu(f, v)$ instead of $\mu(f, v)$ itself; for elements from $M_{0}$ we take the original value. When $\mu(f, v)$ is substituted in (18) by $1-\nu(f, v)$, we obtain the same relation for $\nu(f, v)$ because the sum of transition probabilities equals 1 within the neighbourhood $\mathcal{N}_{f}$. We consider in more details the terms associated with elements of $M_{0}$ and $M_{1}$. We assume a representation $\mu\left(f^{\prime}, v-1\right)=\sum_{u^{\prime}} T_{u^{\prime}}^{\prime}$ and $\nu(f, v-1)=\sum_{u} T_{u}$, where $T_{u^{\prime}}^{\prime}$ and $T_{u}$ are arithmetic terms that have been generated at previous steps from the
elementary terms listed in Lemma 3 for $v=1$. Since there are no $f^{\prime \prime}<f^{\prime}$ for $f^{\prime} \in M_{0}$, we obtain:

$$
\begin{align*}
\mu\left(f^{\prime}, v\right) & =D_{f^{\prime}}(k-v) \cdot \sum_{u^{\prime}} T_{u^{\prime}}^{\prime}\left(f^{\prime}\right)+\sum_{f>f^{\prime}}\left(1-\sum_{u} T_{u}(f)\right) \cdot \varphi\left(f, f^{\prime}, v\right)  \tag{19}\\
& =\sum_{f>f^{\prime}} \varphi\left(f, f^{\prime}, v\right)+D_{f^{\prime}}(k-v) \cdot \sum_{u^{\prime}} T_{u^{\prime}}^{\prime}\left(f^{\prime}\right)-  \tag{20}\\
& -\sum_{f>f^{\prime}} \sum_{u} T_{u}(f) \cdot \varphi\left(f, f^{\prime}, v\right)
\end{align*}
$$

As can be seen, the term $\sum_{f>f^{\prime}} \varphi\left(f, f^{\prime}, v\right)$ is generated at each time step $v$ with the corresponding $\varphi\left(f, f^{\prime}, v\right)$. When (18) is written for $\nu(f, v)$, we obtain in the same way for elements of $M_{1}$ :

$$
\begin{align*}
\nu(f, v) & =\frac{r(f)}{\left|\mathcal{N}_{f}\right|}+D_{f}(k-v) \cdot \nu(f, v-1)+  \tag{21}\\
& +\sum_{f^{\prime \prime}>f} \nu\left(f^{\prime \prime}, v-1\right) \cdot \varphi\left(f^{\prime \prime}, f, v\right)-\sum_{f^{\prime}<f} \frac{\sum_{u^{\prime}} T_{u^{\prime}}^{\prime}\left(f^{\prime}\right)}{\left|\mathcal{N}_{f}\right|}
\end{align*}
$$

where $r(f) /\left|\mathcal{N}_{f}\right|$ is from $\sum_{f^{\prime}<\tilde{f}} 1 /\left|\mathcal{N}_{\tilde{f}}\right|$. The term $r(f) /\left|\mathcal{N}_{f}\right|$ appears in all recursive equations of $\nu(f, v), f \in M_{1}$ and $v \geq 1$, and the same is valid for the value $\sum_{f>f^{\prime}} \varphi\left(f, f^{\prime}, v\right)$ in all $\mu\left(f^{\prime}, v\right), f^{\prime} \in M_{0}$. Therefore, all arithmetic terms $T$ are derived from terms of the type $r(f) /\left|\mathcal{N}_{f}\right|$ and $\sum_{f>f^{\prime}} \varphi\left(f, f^{\prime}, v\right)$. We try to keep track for each individual term that is generated by a recursive step as given in (18). For this purpose, the coefficients $\nu(f, v)$ are represented by a sum $\sum_{i} T_{i}$ of arithmetic terms (as in the derivation of (19), ..., (21)), and we are now going to define the terms $T_{i}$ in more details by an inductive procedure.

Definition 3 The terms $r(f) /\left|\mathcal{N}_{f}\right|$ (the first in (21)), $f \in M_{1}$, and $\sum_{f>f}$, $\varphi\left(f, f^{\prime}, v\right)$ (the first sum in (20)), $f^{\prime} \in M_{0}$, are called source terms of $\nu(f, v)$ and $\mu\left(f^{\prime}, v\right)$, respectively, where $v \geq 1$.

During an expansion of $\sum_{f \notin M_{0}} \mathbf{a}_{f}(k)$ backwards according to (17), the source terms are distributed permanently to higher distance levels $M_{j}$ as well as to elements from $M_{0}$. That means, in the same way as for $M_{1}$, the calculation of $\nu(f, v)\left(\mu\left(f^{\prime}, v\right)\right.$ for $\left.M_{0}\right)$ is repeated almost identically at any step, only the "history" of generations becomes longer. We introduce a counter $\mathbf{r}(f)$ to terms $T$ that indicates the step at which the term has been generated from source terms. The value $\mathbf{r}(f)$ is called the rank of a term and we set $\mathbf{r}(f)=1$ for source terms $T$ from Definition 3 Basically, the rank $\mathbf{r}(f) \geq 1$ indicates the number of factors when $T$ is represented by the subsequent multiplications according to the recurrent generation rules (20) and (21).

Let $\mathcal{T}_{j}(\tilde{f}, v)$ be the set of $j^{\text {th }}$ rate arithmetic terms from $\nu(\tilde{f}, v)$ with the same rank $\mathbf{r}(f)$, where $\tilde{f} \in \mathcal{M}_{d_{-} m} \backslash M_{0}$. We set

$$
\begin{equation*}
\mathbf{S}_{j}(\tilde{f}, v):=\sum_{T \in \mathcal{T}_{j}(\tilde{f}, v)} T \tag{22}
\end{equation*}
$$

The same notation is used in case of $f^{\prime}=\tilde{f} \in M_{0}$ with respect to $\mu\left(f^{\prime}, v\right)$. Now, the coefficients $\nu(\tilde{f}, v), \mu\left(f^{\prime}, v\right)$, can be represented by

$$
\begin{equation*}
\nu(\tilde{f}, v)=\sum_{j=1}^{v} \mathbf{S}_{j}(\tilde{f}, v) \quad \text { and } \quad \mu\left(f^{\prime}, v\right)=\sum_{j=1}^{v} \mathbf{S}_{j}\left(f^{\prime}, v\right) . \tag{23}
\end{equation*}
$$

We compare the computation of $\nu(f, v)$ and $\mu\left(f^{\prime}, v\right)$ for two different values $v=k_{1}$ and $v=k_{2}$, i.e., $\nu(f, v)$ is calculated backwards from $k_{1}$ and $k_{2}$, respectively. Let $\mathbf{S}_{j}^{1}$ and $\mathbf{S}_{j}^{2}$ denote the corresponding sums of terms related to two different starting steps $k_{1}$ and $k_{2}$. From Definition 3]we see that the source term $r(f) /\left|\mathcal{N}_{f}\right|$ does not depend on $k$. For the second type of source terms, we employ the simple equation $k_{2}-\left(k_{2}-k_{1}+v\right)=k_{1}-v$, which leads to

Lemma 4 Given $k_{2} \geq k_{1} \geq K_{0}$ and $1 \leq j \leq k_{1}$, then for each $f \in \mathcal{M}$ :

$$
\mathbf{S}_{j}^{1}(f, v)=\mathbf{S}_{j}^{2}\left(f, k_{2}-k_{1}+v\right)
$$

We use (17) and obtain:

$$
\begin{align*}
\sum_{f \notin M_{0}} \mathbf{a}_{f}\left(k_{1}\right) & =\sum_{f \notin M_{0}}\left(\mathbf{a}_{f}\left(k_{1}\right)-\mathbf{a}_{f}\left(k_{2}\right)\right)+\sum_{f \notin M_{0}} \mathbf{a}_{f}\left(k_{2}\right)  \tag{24}\\
& =\sum_{f \notin M_{0}}\left(\nu\left(f, k_{2}-k_{1}\right)-\nu(f, 0)\right) \cdot \mathbf{a}_{f}\left(k_{1}\right)+  \tag{25}\\
& +\sum_{f^{\prime} \in M_{0}}\left(\mu\left(f^{\prime}, 0\right)-\mu\left(f^{\prime}, k_{2}-k_{1}\right)\right) \cdot \mathbf{a}_{f^{\prime}}\left(k_{1}\right)+\sum_{f \notin M_{0}} \mathbf{a}_{f}\left(k_{2}\right) .
\end{align*}
$$

For the first part of the sum we obtain:

$$
\begin{align*}
& \sum_{f \notin M_{0}}\left(\nu\left(f, k_{2}-1\right)-\nu(f, 0)\right) \cdot \mathbf{a}_{f}\left(k_{1}\right)  \tag{26}\\
= & \sum_{f \notin M_{0}}\left(\sum_{j=1}^{k_{2}-k_{1}} \mathbf{S}_{j}^{2}\left(f, k_{2}-k_{1}\right)-\mathbf{S}_{0}^{1}(f, 0)\right) \cdot \mathbf{a}_{f}\left(k_{1}\right),
\end{align*}
$$

and Lemma 4 leads to:

$$
\begin{equation*}
\sum_{f \notin M_{0}}\left(\nu\left(f, k_{2}-k_{1}\right)-\nu(f, 0)\right) \cdot \mathbf{a}_{f}\left(k_{1}\right)=\sum_{f \notin M_{0}} \sum_{j=1}^{k_{2}-k_{1}} \mathbf{S}_{j}^{2}\left(f, k_{2}-k_{1}\right) \cdot \mathbf{a}_{f}\left(k_{1}\right) \tag{27}
\end{equation*}
$$

The same applies to configurations $f^{\prime} \in M_{0}$.
To find upper bounds for (27), we estimate $\mathbf{a}_{f}\left(k_{1}\right)$ for configurations different from global and local minima, and the $\mathbf{S}_{j}^{2}\left(f, k_{2}-k_{1}\right)$ are then estimated for global and local minima separately. To distinguish between the two cases is necessary since for small $j$ and $f$ different from global and local minima, the values $\mathbf{S}_{j}^{2}\left(f, k_{2}-k_{1}\right)$ are relatively large (cf. Definition (3). We note that the recursive application of (18) generates negative summands in the representation
of values $\mathbf{S}_{j}(f, v)$, as can be seen from Definition3(cf. also (20) and (211). We set $\mathbf{S}_{j}(f, v)=\mathbf{S}_{j}^{+}(f, v)-\mathbf{S}_{j}^{-}(f, v)$ and $\mathbf{S}_{j}\left(f^{\prime}, v\right)=\mathbf{S}_{j}^{+}\left(f^{\prime}, v\right)-\mathbf{S}_{j}^{-}\left(f^{\prime}, v\right)$ for $f \in M_{1}$ and $f^{\prime} \in M_{0}$, where the partial sums consist of positive products only.

When $\mathbf{S}_{j}(f, v), f \in M_{1}$, and $\mathbf{S}_{j}\left(f^{\prime}, v\right), f^{\prime} \in M_{0}$, are calculated, the negative products of $\mathbf{S}_{j-1}(f, v-1)$ become positive for $\mathbf{S}_{j}\left(f^{\prime}, v\right)$, and the negative products of $\mathbf{S}_{j-1}\left(f^{\prime}, v-1\right)$ become positive for $\mathbf{S}_{j}(f, v)$; see (20) and (21). The negative products of $\mathbf{S}_{j-1}(f, v-1)$ remain negative in the calculation of $\mathbf{S}_{j}(\tilde{f}, v), \tilde{f} \in M_{2}$, and the same applies to higher distance levels. Hence, the negative and positive products can be considered separately at all distance levels. Thus, we concentrate on upper bounds of $\mathbf{S}_{j}^{+}(f, v)$ only. To simplify notations, we use $\mathbf{S}_{j}(f, v)$ instead of $\mathbf{S}_{j}^{+}(f, v)$. Furthermore, we use instead of $n+1$ from $N_{\tilde{f}} \leq n+1$ (see (1) the value $n^{\prime}=n+1$, and for convenience $n$ again for $n^{\prime}$. We set $\widehat{\mathcal{M}}:=\{f: r(f) \geq 1\}$, and for a constant $a>0$ we can prove

$$
\begin{equation*}
\sum_{f \in L_{h} \cap \widehat{\mathcal{M}}} \mathbf{a}_{f}(k)<\frac{2 \cdot(n+1-h) \cdot n^{a}}{\left(k+2-n^{a}\right)^{\gamma}} . \tag{28}
\end{equation*}
$$

Now, we estimate $\mathbf{S}_{j}(t, v)$ specifically for local and global minima. Here, we use the property that backwards expansions "entering" a local or global minimum are multiplied by $1 /(k+2-v)^{\gamma}$, i.e., the upper bound is of the the type $\Pi /(k+2-v)^{\gamma}$, where $\Pi$ represents the sum of products leading from $M_{1}$ (or $M_{0}$ ) to the local or global minimum. From Lemma 3 we conclude

$$
\begin{equation*}
\mathbf{S}_{j}(f, v)=\sum \Phi_{1} \cdot \Phi_{2} \cdots \Phi_{j} \leq \sum_{\left[d, g, h_{1}, h_{2}\right]} \sum_{\substack{\text { Possible Positions of } \\ D, G, H_{1}, H_{2}}} D^{d} \cdot G^{g} \cdot H_{1}^{h_{1}} \cdot H_{2}^{h_{2}}, \tag{29}
\end{equation*}
$$

$d+g+h_{1}+h_{2}=j$, where $D$ is the probability to stay in a local minimum, $G$ corresponds to steps decreasing the objective function (we recall, that we are going backwards in the expansion of $\mathbf{a}_{f}(k-v)$ ), $H_{1}$ is associated with steps increasing the objective function, and $H_{2}$ is from the probability to stay in the same configuration which is not a local minimum.

For $f \in L_{h}$ we set $h(f)=h$ and we consider $f \in \mathcal{M} \backslash \widehat{\mathcal{M}}$. We set $k_{1}:=$ $k+2-v+j$ and $k_{2}:=k+2-v$, and by induction on $j$ we show
Lemma 5 For $f \in \mathcal{M} \backslash \widehat{\mathcal{M}}, \Gamma>3$, and $k \geq n^{2 \cdot \Gamma}$, the following inequality holds:

$$
\begin{equation*}
\mathbf{S}_{j}(f, v)<e^{-\frac{j}{k_{1}^{3 \cdot \gamma}}} \cdot\left(1+\frac{1}{k_{2}^{\gamma}}\right)^{h(f)} \tag{30}
\end{equation*}
$$

Based on (27) and Lemma 5, we derive an upper bound for $\sum_{f \in \mathcal{M} \backslash \widehat{\mathcal{M}}} \mathbf{a}_{f}(k)$, which leads to

$$
\begin{equation*}
\sum_{f \in \mathcal{M} \backslash \widehat{\mathcal{M}}} \mathbf{a}_{f}(k)<\frac{n^{b}}{\left(k+2-n^{b}\right)^{\gamma}}, b=\text { const. }>0 \tag{31}
\end{equation*}
$$

Now, (28) and (31) are used to prove for $c \geq \max \{a+1, b\}$ :

$$
\begin{equation*}
\left|\sum_{f \notin M_{0}}\left(\nu\left(f, k_{2}-k_{1}\right)-\nu(f, 0)\right) \cdot \mathbf{a}_{f}\left(k_{1}\right)\right|<O\left(\frac{n^{c}}{\left(k+2-n^{c}\right)^{\gamma}}\right) \tag{32}
\end{equation*}
$$

Here, we consider $\mathbf{S}_{j}^{+}$, and (27) has been applied to these values only. But the same holds for $\mathbf{S}_{j}^{-}$, with even a smaller first factor of the expansion, see Lemma3 Thus, in the same way we obtain the corresponding upper bound for $\left(\mu\left(f^{\prime}, 0\right)-\right.$ $\left.\mu\left(f^{\prime}, k_{2}-k_{1}\right)\right)$, and we finally complete the
Proof of Theorem [2; We utilise (24) until (26) and employ Theorem 1, i.e., if the constant $\Gamma$ from (6) is sufficiently large, the inhomogeneous simulated annealing procedure defined by (2), (3), and (4) tends to the global minimum of $\mathcal{Z}$ on $\mathcal{F}$. The value $k_{2}$ from (32) is larger but independent of $k_{1}=k$, i.e., we can take a $k_{2}>k$ such that

$$
\sum_{\tilde{f} \notin M_{0}} \mathbf{a}_{\tilde{f}}\left(k_{2}\right)<\frac{\delta}{3} .
$$

Additionally, we require that both differences $\sum_{\tilde{f} \notin M_{0}}\left(\nu\left(\tilde{f}, k_{2}-k\right)-\nu(\tilde{f}, 0)\right)$ and $\sum_{f^{\prime} \in M_{0}}\left(\mu\left(f^{\prime}, 0\right)-\mu\left(f^{\prime}, k_{2}-k\right)\right)$ are smaller than $\delta / 3$. From (32) we obtain the condition

$$
O\left(\frac{n^{c}}{\left(k+2-n^{c}\right)^{\gamma}}\right)<\frac{\delta}{3} .
$$

We finally arrive at

$$
k>\left(\frac{n}{\delta}\right)^{O(\Gamma)} \geq n^{c}-2+O\left(\frac{3 \cdot n^{c}}{\delta}\right)^{\Gamma} .
$$

q.e.d.

## 4 Computational Experiments

We are given a set $\mathcal{S} \subseteq\{0,1\}^{n}$ of uniformly distributed binary $n$-tuples $\tilde{\eta}=$ $\eta_{1} \cdots \eta_{n}$ that represent negative examples for an unknown target conjunction $C_{\ell}=x_{i_{1}}^{\sigma_{i_{1}}} \& x_{i_{2}}^{\sigma_{i_{2}}} \& \cdots \& x_{i_{\ell}}^{\sigma_{i_{\ell}}}$ (here, we use $x^{1} \equiv x$ and $x^{0} \equiv \bar{x}$, i.e., $x^{0}=1$ for $x=0$, and $x^{0}=0$ for $x=1$ ), and a single positive example $\tilde{\sigma}=\sigma_{1} \cdots \sigma_{n}$ : $C_{\ell}(\tilde{\sigma})=1$ and $\forall \tilde{\eta}\left(\tilde{\eta} \in \mathcal{S} \rightarrow C_{\ell}(\tilde{\eta})=0\right)$. The task is to find a conjunction $C_{l}$ of length $l \leq \ell$ that matches all of the samples, i.e., from $C_{\ell}$ generating the samples we do know only the length $\ell$; cf. [8] and the Example in Section 2.

As explained in Section 2, we have $\Gamma \leq\lceil\log n\rceil$ for the problem to find a conjunction of length $\ell=\lceil\log n\rceil$. We implemented the search procedure for $m=32$ negative examples, and for each element of $\mathcal{F}$ we counted the number of occurrences during the search procedure, in particular, for $\mathcal{F}_{\text {min }}$. The calculations were repeated three times, and we present the average values (we obsereved only small deviations). The constant $c$ in $O(\Gamma)=c \cdot \Gamma$ was set to $c=1$.

|  |  | $n=8$ and $\Gamma=3$ |  | $n=16$ and $\Gamma=4$ |  |
| :--- | ---: | ---: | :---: | ---: | :---: |
|  |  | $k$ according to | Frequency of | $k$ according to | Frequency of |
| $\delta$ | $1-\delta$ | Theorem $2(c=1)$ | $f \in \mathcal{F}_{\text {min }}$ | Theorem $2(c=1)$ | $f \in \mathcal{F}_{\text {min }}$ |
| 0.50 | 0.50 | 4096 | 0.739 | 1048576 | 0.786 |
| 0.25 | 0.75 | 32768 | 0.812 | 16777216 | 0.895 |
| 0.10 | 0.90 | 512000 | 0.945 | 655360000 | 0.953 |
| 0.01 | 0.99 | 512000000 | 0.996 |  |  |

Frequencies of $f \in \mathcal{F}_{\text {min }}$.
As we can see, the experimental results are in compliance with Theorem 2 for the small constant $c=1$.
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